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Abstract - This paper describes the methods and techniques used
to effectively extract knowledge from large volumes of
heterogeneous data. Also, methods to structure the raw data by the
automatic classification using ontology are discussed. In the first
part of the article the basic technologies to realize the Semantic
WEB are described. Much attention is paid to the ontology, as the
major concepts that structure information on a very high level.
The second part examines AVT-DTL algorithm proposed by Jun
Zhang which allows one to automatically create classifiers
according to the available raw, potentially incomplete data. The
considered algorithm uses a new concept of floating levels of

The major drawback of the existing structure of the
Internet is that it practically does not use stadsldor

the presentation of data easier to understand the
computer, and all information is intended primarfiby
human consumption. For example, in order to get
working hours of a family doctor, a human can st

to the clinic site and find the information needsdthe

list of all practicing physicians. However, whateasy

to make for a human is virtually impossible for the

ontology; the results of the tests show that it outperforms the best

software agent in the automatic mode unless yold bui
existing algorithms for creating classifiers.

it, subject to a rigid structure of a specific site

Introduction \ Data /

The complexity of the structure of the modern
information society is constantly growing. Due hat,
the requirements for effective processing algorithm
also increase. A general model of knowledge extmact
from raw data is shown in Fig. 1. The most popular
recent trends in this area are Data Mining (DM),
Knowledge Discovery in Databases (KDD) and
Machine Learning (ML). They provide theoretical and
methodological framework for studying, analyzingdan
understanding large amounts of data.

However, these methods are not sufficient if the
structure of the data is poorly suited for machine
analysis, which can be observed today on the laternrig. 1.Knowledge distillation process
A need constantly arises to provide a convenient
interface to access various data and provide an
opportunity to consider them with a convenient poin
view in such diverse areas as bio-informatics,
commerce, etc.

To solve that problem, a global initiative is labe
that is aimed at restructuring the Internet datariter
to transform it into the Semantic Web, which presd X <
opportunities for efficient retrieval and analysisdata, 2/l0Wing efficient use of data by software agents.
both for humans and software agents. The most In turn, the ontology is part of a global visiontbé
important part of the Semantic Web is the use ternet development to a new level, called the
ontologies that provide opportunities for thexmantic WEB (SW) [1].
representation of some data from different poirts o
view, according to the needs and skills of those wh
make requests.

\ Information /

Knowledge

To solve these problemsyntology is used that
&llows describing any of the subject area in
understandable for the machine terms and enables
g effective use omobile agents

Using this approach, in addition to the visible to
¢ humans data on each page, there are also anaibaay
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TheMost Important Concepts of Semantic WEB machines and have a means for advertising their
opportunities.

To achieve a goal such as the global reorganization
the global network, a set of interrelated technelegs URI (Uniform Resource I dentifier)
required. Figure 2 provides the overall structur¢he
concepts of Semantic WEB; a brief description of keURI is a uniform identifier of any resource. It may
technologies is given below. indicate both the virtual and the physical objdat.
essence, it is a unique character string, whosermom
structure is represented in Fig. 3. Currently tlestb
known URI is a URL, which is the identifier of the

Trust

resource on the Internet and additionally contains
. information about the whereabouts of the addressed
L Logie J resource.
[ Fules & Query ]
Identifi
[- Ontalogy ) Shema (structure depe:\:;sl fr: the scheme>
[ : .
[ e BENES ] Fig. 3.Base URI format
XML %ML Schema

— E —— J Ontologies
“M For the area under the Machine Learning, ontology

means a structure or conceptual framework for
Fig. 2.Stack of semantic web concepts describing (formalizing) the values of some elernarit
the subject domair(SD). Ontology consists of a set of
terms and rules describing their relationships.
Usually, ontologies are built frominstances

. . concepts of attributeandrelationships
The concept of the semantic web is central to the Instancesare elements of the lowest level. The

modern understanding of evolution of the Interiteis - : .
. : main purpose of ontology is precisely the
believed that the future data network will be pnted classification of specimens; although their presenc

both in the usual form_of pages a’?d as metadajca, Nin the ontology is not required, usually they are
about the same proportion, which will allow maclsine present

Loenu?(tas ]E:]oer:' ﬂ:‘or éog'gflm ct%nctjllu5|?nl\s/ll_re§||2|rng ht:r(z Example: the word, the breed of animals, stars.
et € use ethods o - = VETyWners Concepts are abstract sets and collections of

there will be usedUniform Resource IdentifierdJRI) objects

andl—?g\f\?;?/g)r/. there are doubts about the full realizatio Example: The concept of "stars’, the embedded
' u concept of "sun". What is the "sun", or the concept

of the semantic web. Key Points for the benefiadbt - -
in the possibility of creating an efficient semantieb of nested instance (celestial body), depends on the

Semantic WEB

are: ontology.
' : The concept of "celestial body", a copy of "sun".

* The human _fa(_:tor [2]: people_can lie, be lazy, add- Attributes p Each obj>elct ca%y have an
meta description and use mc;omplete' or simply optional set of attributes allowing to store specif
incorrect metadata. As a solution to this problem, information

automated tools to create and edit metadata can be Example: object "sun” has attributes like these:

used.
. . . > Type:yellow dwarf;
e Unnecessary duplication of information, where > Mass 1.989 - 18 kg;

each document must have a full description of both > Radius 695 990 km
for the man and for the machine. This is partly Relationships _ allow you to specify

solved by the introduction ahicroformats{3]. relationships between objects of the ontology.

In addition to the metadata itself, the most

llrjplgort:rrg gasffjo:c?ifst\jgts g‘i{ng?}g (\)/:‘/it()erizrr:/tﬁe\?vbetween different ontologies, the use of ontologies
y u 9 %llows us to look at one SD from different poinfs o

They are orginally designed to interact with th(?/iew and depending on the task to use differengl&ev

Since it is possible to establish points of intetiea
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of detail of the considered SD. The concept of lewé
detail is one of the key concepts of the ontoldgyr
example, to refer to the color of traffic lightd, is
sometimes sufficient to simply specify it agréen,
while for dyeing machines even such a detailed
description of colour asdark green, similar in tone to

the needlésmay not be sufficient. .
Let us consider the general structure of ontologies
usages. .

Under the ontological accuracy there is understood
the ability of the ontology to distinguish between
shades of meaning.

Catalog — contains a set of normalized terms
without any hierarchical structure.

Glossary— all terms are sorted in alphabetical order
of natural language.

Taxonomy- partially ordered collection of concepts

(taxons) that divides the subject domain from
general to specific concepts.

o Axiomatised taxonomy taxonomies subset; it
contains certain axioms in a formal language.

o Context libraries / axiomatised ontologies are
interrelated set of axiomatised taxonomies. They
are the intersection of several contexts, or the
inclusion of one context in another.

Fig. 4.Part of the possible ontologies addresses Taxonomies
In the case of the ontology shown in Fig. 4, ineord Taxonomies are one of the options for implementing
to send a letter to an American university, it mef§ to ontologies. With the help of taxonomy one may defin
specify its name; a software agent finds its owtress the classes into which objects of a certain sulneea
on the basis of standard address information frioen tare divided, as well as what relations exist betwee
university. If you wish to send a letter to a sfieci these classes. Unlike ontologies, taxonomies task i
department, then the list of all the faculties vk clearly defined within the hierarchical classificat of
obtained from the site and the correct one will bebjects.
selected. From the site of the required faculty the
address will be taken. Using the above ontology thAtribute Value Taxonomies (AVT)
program will then determine the address formatoviali
the United States. An important example of the concept of taxonomy in
The computer does not understand all thilachine Learning is the concept éftribute Value
information in the full sense of the word, but tiee of Taxonomies (AVT)
ontologies allows it to use the available data mmucine Consider a formal definition of AVT. Suppose there

efficiently and intelligently. is a vector of attributesA={A,A,,...,Ay}, and

Of course, many questions remain, for example; , : .
How can the agent find the desired site of the ensity dom(A) defines a set of attribute valuey. In this

in the beginning? However, for that purpose thdstootase, the formal definition of AVT is as follows:
are already developed, for example, an ontology Attribute Value Taxonomied; of attribute A Is a

language Network Services (Web Services Ontologiee-like structure containing a partially ordered
Language, OWL-S [4]) which allows services tjerarchy of concepts presented in the form of ta se

advertise their capabilities and services. do < here do is a finte set
Fig. 5 shows a variant of the division of ontolcsgie( A=), w mA) i n

by formalization levels that represent the ontatati containing all the attributes iy , and < is the sign of
accuracy of each method. a partial order defining the relationship among the

values of attributes in dom(A). Together,
pBI00 T={T.,T,,...Ty} represent an ordered set of
‘ taxonomies of attribute values connected with

Axiomatized

Taxonomy theory

Glossary

AA,LA .

LetNodegT,) present a set of all valugs
andRoof(T,) point to the the
taxonomyT, . The set of leaved eave$l,) represents

Catalog ‘ Thesaurus

|

‘ Ontological precision

root element of

Fig. 5. Hierarchy taxonomies
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all the primitive attributedy. Then the tree

NodegT,) — LeavesT,) will be called abstract values us:philadelphia

of attributes A . Every edge of the tree represents the v exis_in

. . . . ex:owns

is-a relation between the attributes of the entire taubz:me »| taubzmy_appartment

taxonomy. Thus AVT defines an abstract hierarchy

between the values of attributes. exrow\ixzhas
taubz:my_computer taubz:my_bed

Modern Languages for Describing Ontologies /

.. . ex:is_next_to
RDF (Resource Description Framework) [5] is a

language for describing metadata resources; its1 maFig. 6.Example of representation of RDF schema as a
purpose is to represent the allegations so that déne graph
equally well perceived by both human and machine.

The_ atomic O.bJECt of RDF. IS a tn_ple Wh'.c h consists An important advantage of OWL is that it is based
subject, predicate and object. It is considered amy , : - :
n precise mathematical model description logic [7]

object can be described in the terms of simpf()a OWL place in Semantic Web Concepts stack is
properties and values of those properties. shown in Fig. 7

Table 1

Sample of table with selected parameters
‘me :0wns :my_appartment XML chemma
‘me :owns ‘my_computet
‘me fis_in :philadelhia RDF
Schemma
:my_appartment  :has_a :my_compute -
OWL

:my_appartment ‘has_a :my_bed

Fig. 7.W3 consortium structure of the Semantic Web
vision

:my_appartment :is_next_to :my_bed

) .. XML - offers the possibility of creating structured
Before the colon thdJniform Resource Identifier documents, but imposes no semantic requirements
(URI) should be disclosed, but in order to savéitra on them: ’

is allowed to specify only the namespace. XML Schema - defines the structure of XML

Additionally, in order to improve the perception of  jocyments and additionally allows using specific
human, there is the practice of representationhef t types of data;

RDF in the form of graphs. « RDF — provides an opportunity to describe the

Fig. 6 shows an example representation of the gpgiract data model, some objects and relations
structure of RDF as a graph. Ribs are statemems, t patween them. Uses simple semantics of XML-

name at the beginning of the rib is the subjecthef based syntax;
statement; the name at the end of the statemeitd iS, RpE Schema — allows one to describe properties
addition, but at the very name of the arc - theljoage. and classes of RDF - resources, as well as the

OWL (Web Ontology Language) [6] is a web  gemantics of relations between them:

ontology Iangu_age created to represent_the_ \__/alue Of owL — expands the descriptive capabilities of
terms and relations between these terms in digiema previous technologies. Allows you to describe the

Unlike RDF, the language uses a higher'level of relations between classes (for  example
abstraction that allows the language along wittmfdr Nonintersecting), cardinality (e.g. "exactly one"),

semantics to use an additional glossary of terms. symmetry, equality, enumerated types of classes.
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By the degree of expressiveness there can &ecommodate its requests. It is also importantay p

distinguished three dialects of OWL.: attention to the security and integrity of ageRts. this,

« OWL Lite — is a subset of the completethe approach of selected spaces is employed inhwhic

describing ontologies.

In our SD, software agents (SA) is the programnagcti
on behalf of the user to perform independently <
gathering information for some, perhaps a long time
while away entirely from the predictable environmen
Also important feature is their ability to interaahd

specification, providing minimally adequate meanthe agent operates in a safe environment with dignit
for describing ontologies. This dialect is designedghts and impact opportunities on the system.

to reduce the initial introduction of OWL and also  With regard to the implementation, the agents are
to simplify the migration to OWL thesauri andusually divided into two categories according te th
other taxonomies. It is guaranteed that the logickdvel of their freedom:

conclusion to the metadata with the expressiveness Non-intelligent agents -are inherently similarity

of OWL Lite runs in polynomial time (complexity function with a clearly defined number of

of the algorithm belongs to the class P). parameters. It is strictly intended to perform a
This dialect is based on the description logic specific task in strictly defined conditions.
SHLFK(D). « Intelligent agents — are free to choose the

OWL DL - on the one hand, it provides maximum t€chnology to be used in each case to solve the
expressiveness, computational completeness (all of Problem. Often such programs are implemented by
them are guaranteed computed) and complete USing neural networks, which allow the agent to

decidability (all computations are completed in a constantly adapt to changing conditions.

certain time). But due to that has strict resic,

for example, on the relationship of classes, aed th _

execution time of some queries on such data may Microformats

require exponential runtime. ] _
SHOLN(D). markup entities in a variety of Web-pages that are

equally perceived by both humans and machines.

freedom. but gives no decidability quarantees. A formation in a microformat does not require ths= u
; 9 y guara " . Of additional technology or the namespace in aofdliti
the structures developed are only justified by thi

feasible algorithm. It is unlikelv that anv reasani S the simple (X) HTML. Microformat specificatios i
9 : y y reasun simply an agreement on standards for naming cladses

software will be able to maintain full support for lements of registration page to enable storingaich
every feature of OWL Full. This dialect does no f the classes relevant data

match any description logic as it is not resolvable To illustrate that, let us analyze the format of

principle. hCalendar. This microformat is a subset of the

Currently OWL language is a basic tool fOIjCaIendar format (RFC 2445) and is intended to
describe the dates of future or past events toigeov

opportunities for their automatic aggregation odrsh

agents.

OWL Full — provides maximum expressive

Software (Mobile, User) Agents <div class="vevent">

<a class="url" href="http://www.web2con.com/">
http://www.web2con.com/
a>
<span class="summary">
Web 2.0 Conference

cooperate with other agents and services to achieve :{clst?k?rn;;ssz"dtstart" title="2007-10-05">
goal. October 5

simply scan a range of WEB pages, the agents move
from one server to another, i.e., at the sendimgese

In contrast to the bots of search engines, which </abbr>

<abbr class="dtend" title="2007-10-20">

the agent is destroyed, and the host is creatddanfitll < /aiLk?br>
set of previously collected information. This model at the

enables the agent to use the available to senass d
sources that are not accessible through the WEB
interface.

<span class="location">
Argent Hotel, San Francisco, CA
</span>

It is clear that a platform must be installed a¢ th _, .
<{div>

server that enables the agent to accept an
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This example describes the establishment of the roo Fig. 8 shows examples of partially and fully define
class of the container with the date (class = "ué€Ye shapes. For example, partially defined are dath ssc
and relating to an event a certain date in thedstah {blue, ellipse}, {sky blue, triangle}, whereas full
ISO date format. determined are these data: {light blue, square}.

Currently the most common microformats are

« hAtom - newsletters format;
e hCalendar - compiling a calendar of events and , ,
description;

. . Red % Polygon
e« hCard - description of the people, companies < >

o hResume - format for resume description; Blue Blue
« hReview - reviews implementation;

« XFN - the way to specify relationshipsFig. 8.Part of ontologies for colours and descriptions of
between people. figures

There is a method for creating a learning clagsifie
Modern Trendsin Development of Ontologies templates based on Attribute Value Taxonomies (AVT)
in the presence of potentially insufficient dateheT
Preparation of ontologies using an expert appra@eh algorithm uses a decision tree and is caldT-DTL
very slow and expensive process; and although thgribute Value Taxonomies - Decision Tree Learning
result may be very good, the vast majority of usges algorithm).
employing automatic classifiers that build ontosyi  There is an ontology of colours (see Fig. 8), and i
according to available data. This way, however, halse analyzed data some attributes are describbtles
many troublesome places, and therefore existingme like red, and some like sky-blue. In this ctise
automatic classifiers are not of good quality and of algorithm producing a classification based on rpisti
the options for increasing the accuracy of clasaifon |evels of the ontology would be more accurate.
is theOntology Aware Classifiel9]. The classical method for constructing the
When using automatic methods of data mininglassification tree at each step selects the most
(data-driven knowledge discovery) sometimes thei@ i informative attribute, and declares it the nodethat
need to investigate the information received frorourrent iteration. In contrast, AVT-DTL for each
different points of view. This is especially impanmt in iteration chooses not simply an attribute but thesl of
scientific research, when the result of data amalysaxonomy, in which it is represented. This level is
depends strongly on the used for their submissiespresented as a vector of numbers of all levels
ontology. In particular, it is one of the most im@amt involved in the classification taxonomies. Then,tba
moments in the procedure of automatic learningasis of all created this way vectors the lowernbis
classifier data based on their ontologies. For gtenif  created on the minimum values of the vectors fahea
the analyzed data in different parts of the attebuare taxonomy. Finally, checks on the adequacy of
represented with different accuracy (which is verinformativeness of the obtained constraints areemad
common in real applications, for example, if thdada
were originally collected from various sources, hwit Let us define some relevant terms.
different terminology), nowadays there is no aljori « AVT(A) — taxonomy of attributé;
that would take this into account, use differenels of « Leaves(AVTQ)) — a set of all possible valuesAf
ontologies for different parts of the data and work all internal, intermediate nodes called abstract;
effectively with potentially inadequately specifiddta. « a cut is called an imaginary line abstraction
The following requirements are prerequisites f@ th  taxonomy, for example (red, blue), (red, sky blue,

establishment of a new generation of classifiers: turquoise).
« simple, powerful and robusta classifiers are
required; To achieve each leaf, there is one path T, which ca
« classifiers using abstract attributes often provite be represented as a set of paths to all the paoeiets T
most simple model of the separation of data; ={T4, To,..T;}, where T, = AVT(A)).

« in the case of insufficient data, the score obthingAlso, in addition, the following operations on the
on the basis of abstract attribute values is oftaaxonomy of T are used that are associated with the
more reliable than that obtained on the basis aftribute A:
primitive values. o prim (Ti)=LeavegAVT(Ai)); number of nodes in

the i-th taxonomy;
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o deptl(Ti , Ai)); length of the path from the root tol. Calculation of weights on the basis of AVT.

the value of the i-th attribute taxonomy; 2. Building a decision tree, based on the weights
o leaf(Ti , MAi)); boolean value, it is true if the i-th obtained.

attribute in the taxonomy of théi is a leaf, i.e.,

V(Ai) € Leaves§Ti). Let us consider these steps in more detail.

It is believed that the attribute is completelyided
if it has the value of one of the leafs of taxonofy 1. Calculation of weights on the basis of AVT consists
Leave§AVT(A)), otherwise the attribute is defined in the following:

partially. a. Creating a root element, setting a training set S,

The data are declared completely defined if each  completing the sePs={A;, A, ..., A} SO that
attribute  has the most complete description: each of the elements of the vector uses the value
vi v e prim(T)). of the corresponding taxonory, T, ..., T.

b. Initializing the calculation of weights based on
the analysis of training data;
i. Accumulation of weights associated with each
value of each attribute of the training set. Thus

The considered algorithm is a search from top to
bottom over the space of hypotheses for constmictin
decision tree. The algorithm gives preference t® th

division by possibly more abstract (close to thetyo each T, eTis calulated gi(v, § for each
attributes. This allows for each attribute to cleods taxonomy.
level of abstraction in the taxonomy. ii. For eacH; T the weights of all elements of

In the description of the algorithm the following

L the parent are updated if at the previous step for
definitions are used:

) the i-th node the nonzero value was received.
e A={A4 A, ..., A} ordered set of attributes. The result is a tre€ounts(]).

o T={Ty, T, ..., T} taxonomies set. _
. C={C, C, ..., G} set of target mutually disjoint " For eacfl, T and for all incomplete

classes. attributes valuev in each caselj € §
e wy(v, T) — set of descendants of the node recursively calculates the weight values for all
corresponding to the value v in the taxonoffy descendants in taxonomyT; on the basis of
« Children (v, T) - set of descendants of the node v Counts(T) and rebuild€ounts(T).  Thus,
in the taxonomyT,. for each d fromy(v, T)), rebuildsei(d, § using
e A(v, T) — list of ancestors, including the root, for
in T,.
e oi(v, 9 — number of occurrences of valwe of o0.(d,9 <o (d 9|1+ 1 @
i i > o.(d,9)

attribute A in a training set S.
e« Counts(T) — tree whose nodes contain numerical
values of attributes in the taxonormy this formula:

o« P.={p®,p¥,..,p"} - vector of values (also
called the boundary AVT), consisting of the values
of nodes of S, where node@® indicates the node
value T of attribute A

D(P) = true, only it  vp®eP,

and¥(p®,T)={} .

d & Childrer(y T)

P=rblue, polveon, )

The AVT-DTL algorithm works in the direction of
AVT from the root of each tree to the leaves oksre Color Shape Made
and builds solutions that use the most abstrathatits
which are sufficiently informative to classify theFig. 9. Sample of the vector pointer p
training set, containing a potentially insufficiatdta. In
its work, the algorithm, based on existing AVT, _ _ _ .
conducts a search algorithm, hill-climbing (in wic AS @n illustration, Fig. 9 represents a vector pogito
each next node is selected by increasing its piioxi the two attribute valueblue and polygon for two

the decision) over the space of hypotheses abeut {gxonomies used for the approximately followingerul
options for constructing a decision tree. If (Color=blue & Shape=polygon &.) thenClass =+

The algorithm execution consists of two main steps:
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2. Building a decision tree based on the obtained Algorithm Evaluation
weights consists of the following operations
(Tree— Build(S,P.): To confirm the effectiveness of this algorithm, a
S

comparative test on the same sample with another, t
o ) most popular at the moment algorithm C 4.5 was made
a. If every element of the training set S is marked age results proved the effectiveness of the algarit
C, then G is returned, otherwise if particularly important was the marked increasehia t
®(P,) =truethen there is a need to create thguality of the final classifier constructed frometh
final (leaf) element (Stopping Criterion). sample with a high percentage of missing data. The
b. For each pointdP in vector P. do: fln.a|. payoff is W|.th|n a 5% -30% increase in the
) : ) efficiency of classification. It has also been mothat
. Check each part of a null value with & 5ssifier trees constructed by the AVT-DTL algamit
partially specified attributer to attribute A contain fewer nodes and are more compact, which
with pointer Pi‘s). If depti(Ti , R®) < allows a gain in the amount of resources requimed f

depti(Ti , ), a partially unspecified value istheir use.
treated as fully qualified and is sent to the
appropriate level of decision tree with root

P® . Otherwise replace with probabilityd

(elementChildren (v, T)) in accordance with
the distribution of weights associated with th
Children (v, T) by the following rule:

Conclusions

At the moment being it is difficult to predict whtite
%ystems of data exchange will be in the future,
the directions of development are being laid rigbiv
and their effectiveness depends on many things.

Pr(d) — U(d’Ti) @) This paper describes the basic technologies that
rd) = D s(eT) allow you to create complex systems that can be use
; | effectively by both humans and machines. In theksta
eec Chlldren(v,Ti )

of Semantic WEB concepts at various levels a large
number of different technologies are included, dly
ii. Calculate the entropy of S on the basis of itgeir joint application would lead to synergies.
separation with regard ©hildren (5, T). Since the effectiveness of technologies for each
level of the stack affects the whole system, it ben
c. Selecting the best pointé?a(s) in P, so thatthis  concluded that the consideréd/T-DTL algorithm by

division of S would provide the maXimumimproving the quality of automatic classifiers willthe
information gain long run increase the effectiveness of the Semantic

d. Separation of set S into subsetyV eb.
Sl, S,.aS (S) using data
|Chi|drer(Pa ’Ti )|

from Children (R, T). _ , .
e. Extension ofPsto obtain a new pointing vector 1. Main page of W3 consortium, Semantic Web
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datu apmainas sistemas

Rakst apraksitas metodes un pamieni, ko izmanto, lai efekti

izgitu zimSanas no liela apjoma jaukta tipa datie@pat apskatas

metodes izejas datu strukta$anai, izmantojot autaitisko

klasifikaciju un izmantojot ontolgijas. Raksta pirmaj dda

apskattas pamata tehnalgas, kaslauj realizt Semantisko WEB.
Liela uzmafmba tiek velita ontolgijam ka svafgakajiem

elementiem, kuri nodroSina infoftijas strukturizSanuloti augsi

Itmen. Otraj dda apskaitts AVT-DTL algoritms, kuru piegva Jun

Zhang. Taslauj autortiski izveidot klasifikatorus, izmantojot
pieejamus, ieggjams nepiligus, datus. Apskahis algoritms
izmanto jaunu koncepciju - peldodimepa ontol@ijas, un, &

parda testu rezuiti, darbojas laiik nela esoSie algoritmi
klasifikatoru ra@Sanai.

ITaBesa Ocunos, Apkaauii bopucos. Ucnosib3oBaHue OHTOIOTHI
B CHCTeMaX 00MeHa JaHHbIX

B crarbe paccMOTpeHBI METOJbI U TEXHOJIOTHH, UCIIONb3YEMBbIE TS
90 (EeKTHBHOTO W3BJIEYEHMS] 3HAHWA U3 OONBIINX MAaCCHBOB
pPa3sHOPOIHBIX  JAHHBIX. Taxke  pacCMOTpPEHbl  METOABL
CTPYKTypU3allUd  CBIPBIX  JAHHBIX INyTEM  aBTOMATHYECKOH
KJIacCU(UKALUK C HCHOJb30BAaHMEM OHTOJOTHWH. B mepBoii wactu
CTaTbU PACCMOTPEHBI OCHOBHBIE TEXHOJIOTMH, MO3BOJISIONINE
peammzoBars  Semantic  WEB. Bonblioe BHHUMaHHe —yAEICHO
OHTOJIOTHSIM ~ KaK  BaKHEWIIeMy TIOHSTHIO, MO3BOJIAIOIIEMY
CTPYKTYpHpOBaTh HH(OpPMAIMI0O Ha OYEHb BBHICOKOM YPOBHE.
Bropas 4acTh paccmaTpuBaeT AJITOPUTM AVT-DTL,

npemtoxenubid Jun Zhang, KoTopslil MO3BOJSIET aBTOMATHYECKH

co3laBaTh  KIAaCCHU(GHUKATOPbI MO  HMMEIOMHUMCS  CBIPBIM,
MOTEHIMAIbHO HEMONHBIM  JaHHBIM. PaccMOTpeHHBIH anroputm
UCIIONB3yeT  HOBOE  TOHATHE  HE(DUKCUPOBAHHBIX  ypOBHEH
OHTOJIOTHM H, TIO pe3yiabTaTaM TECTOB, IPEBOCXOAUT IydIIHE
CYIIECTBYIOIIYE aJTOPUTMBI CO3MaHUS KJIACCH()UKATOPOB.



